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Abstract

We investigate a nudge designed to foster innovative behavior by changing risk perceptions.
In the lab, participants run a virtual lemonade stand. They can either exploit a given
strategy or innovate and explore new ones. Their business choices generate respective
profits and the subjects receive a performance-based payoff, making innovating risky.
To make this risk more salient, we introduce periodic reporting of profits and expect
participants to be less innovative. To draw attention away from the risk, we introduce
reporting of strategies and expect participants to be more innovative. We find these nudges
to affect behavior through the channel of risk attitudes, as only risk-averse participants
are affected. However, both treatments inhibited innovation compared to a control with
no reporting. We argue this is due to both types of reporting inducing an increased
evaluation of risks. We thus encourage further research of risk salience as a tool to foster
innovation and recommend practitioners to tailor interventions and their evaluation with

care before implementation, as they can backfire.
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1 Introduction

Innovation is required in many contemporary jobs (Shalley et al., 2000, [Unsworth) 2001) and
is a driver of firm performance and even survival. Stimulating innovation is thus one of the
highest concerns of CEO’s (Rudis, 2004)E| Innovation is inherently a risky endeavour. The
literature documents an association between risk attitudes and innovative behavior (Hvide and
Panos|, 2014} [Lazear, 2005, Hall and Woodward, [2010, |[Kerr et al., 2017, [Hudja and Woods,
2019|, Koudstaal et al,2016). Hence, exploiting the possibility to manipulate the risk or risk
perceptions is a promising starting point to tailor interventions designed to promote innovation.
However, the literature has so far focused on mechanisms that manipulate the underlying risk.
In a laboratory experiment, |[Ederer and Manso| (2013) document innovation-inducing effects
of contracts that tolerate early failure while rewarding late-stage performance. But changing

the incentive schemes within a firm can both be costly and organizationally demanding.

We investigate whether innovation can be induced by channeling risk perceptions. Specifically,
we ask whether innovative behavior can be nudged by altering the salience of risk, without
changing monetary incentives. Adapting the design from |Ederer and Manso (2013)), we conduct
a controlled laboratory experiment: Participants run a virtual lemonade stand over 20 periods.
The profit of the virtual stand determines the compensation paid to the participants. Thus,
they are incentivized to maximize profits. Since the subjects do not know the profits associated
with each of the available choices, they face a trade-off between exploration and exploitation —a
core feature of the innovative process (March, 1991): Subjects can either fine-tune well-known
strategies (exploitation) or explore untested strategies (exploration) that are thus associated

with more risk.

To make the risk of innovating either more or less salient, we introduce two behavioral in-
terventions that are designed to foster innovative behavior. Specifically, we implement a
reporting mechanism that happens every three periods. In the profit treatment, participants
report their profits for each of the past three periods. The periodical reporting of the profits is
ought to increase the salience of the risk. In the strategy treatment, participants report their
strategy for the past three periods. This intervention is designed to focus participants on the
strategic choice variables and, thereby, intends to make profits, and with it the risk of reduced
profits, less salient. In the control group, participants do not report. Hence, we hypothesize
that participants in the strategy treatment engage in more innovative behavior while those

in the profit treatment are the least innovative. We also hypothesize that the effect of our

!To understand which kind of interventions can effectively promote innovative behavior, various determi-
nants of innovation have already been identified and studied. A rich literature investigates, for example, the
relationships between innovation and different types of leadership (Shalley and Gilson} 2004, |Hughes et al.
2018)), personality traits (Amabile, [1996)) or incentives (Amabilel (1996, Kohnl [1993). Incentives can improve
performance in innovative tasks, depending on the incentive scheme (Ederer and Manso, 2013, the need of
hierarchy in team structure (Englmaier et al., [2018)), or the type of creative task at hand (Charness and Griecol,
2014).



intervention will be more pronounced among the risk-averse participants.

We find that our interventions affect innovative behaviors through the channel of risk atti-
tudes, as hypothesized: Only risk-averse participants display different patterns of innovation
conditional on the treatment. Also in line with our hypothesis, we report that risk-averse par-
ticipants are more attentive to the profit and explore less when assigned to the profit treatment
than when assigned to the control group. However, contrarily to our expectations, the strategy
intervention backfired and was detrimental to innovation. Subjects in the strategy treatment
do not provide more attention to the strategic variables and participants in this treatment
also engage in less exploration than control participants, for a given level of effort. Although
we cannot completely exclude that reputational concerns or limited attention matter in our
decision environment, these explanatory approaches are unable to explain some key results:
First, reputational concerns do not obviously explain why only the more risk-averse partic-
ipants react to the treatments. Also, maintaining a reputation in our anonymous setting is
costly. Hence, we consider it unlikely to be the driving mechanism. Further, we rule out the
conjecture that subjects reporting their strategy shift time and effort from a more productive
(e.g. information-processing) to a rather unproductive domain, that is writing reports without
an instrumental value: We find that the less risk-averse subjects actually decreased their effort
and that the more risk-averse, strategy-reporting types innovate less compared to the control
group when controlling for the effort level. Thus, we argue that the backfiring intervention
is likely a consequence of both reporting treatments inducing an increased perception of risk

compared to no reporting.

Our study extends on three main strands of existing research. First, we augment the evi-
dence about fostering innovation through the channel of risk attitudes. Some authors have
investigated which incentive structures can successfully induce exploratory behavior. These
studies manipulate the underlying risk that subjects are facing. Closest to our study, |[Ederer
and Manso| (2013)) find that incentive schemes that tolerate early failure can induce innovative
behavior. Moreover, the authors report that this effect is mainly driven by risk-averse partic-
ipantsﬂ This confirms theoretical predictions by Manso| (2011) who shows that the optimal
incentive scheme that motivates innovation will tolerate or even reward early failure. This
is because innovation involves the exploration of untested approaches that are likely to fail,
and thus, standard pay-for-performance schemes that punish failure will be detrimental to in-
novation. Multiple other studies investigate how different incentive schemes affect creativity.
Overall, they find only small differences between standard incentivizations like flat fees, linear

payments or tournament incentives (Erat and Gneezy| 2015, |(Charness and Griecol, 2018)E|

2Such schemes include an exploration contract that is tolerant of early failure but rewards late-stage per-
formance or golden parachutes, that guarantee a certain level of compensation if participants fail in their
innovation.

3Note that creativity is not an element of the exploitation-exploration trade-off that we study. However, as
it shares common aspects, and namely risk-taking, we consider these findings relevant. For perspective on the



However, [Knight et al.| (2003]) show that also non-monetary interventions can reduce risk and

foster innovative behavior. They suggest that education leads to more innovation adoption
from farmers because it provides them with new skills and reduces uncertainty. We do not
manipulate the riskiness of the task. Instead, we design a mechanism that alters the perception
of risk. We thus propose and investigate a novel approach to stimulate innovative behavior.
In line with the previous literature, we find only risk-averse subjects reacting to the induced

treatments.

Second, we add to the literature on changing risk perceptions. While risk attitudes are com-
monly considered as stable personality traits and thus as more challenging to manipulate,
influencing risk perceptions is suggested to be more effective in changing risky choice behav-
ior (Weber and Milliman, 1997, |Sitkin and Weingart, 1995, Pennings and Wansink, 2004).
Risk perceptions are influenced by various factors, e.g. stress (Sobkow et al., 2016), graph-
ical visualizations or framing (Lévy-Garboua et al., [2012, [Tombu and Mandel, 2015). This
can be exploited to (re-)direct behavior (Eppler and Aeschimann, |2009[)E| One wide field for

applications is health behavior. The efficacy of various nudges targeting risk perceptions has

been extensively investigated in this context (Ferrer and Klein| 2015, |Gerrard et al.l [1999):
For example, (2014) finds that media health messages can change smokers risk percep-

tions or Banerjee et al.| (2021) show that the accuracy of risk perception can be increased by

communicating infection risks via raw numbers. Further, how risks are presented is shown

to affect risk perceptions in investment settings (Diacon and Hasseldine] [2007], |Cohn et al.|

2015, Holzmeister et al., 2020). Overall, nudges seem to be effective in influencing risk per-

ceptions, however, this has not yet been exploited to increase innovative behavior. Hence, we
contribute to this interdisciplinary field of literature by investigating a new application of a

nudge targeting risk perceptions.

Third, we provide a novel perspective on the use of salience as a tool to alter innovative behav-

ior. Considering that people are limited in the attention that they can allocate to information

when making decisions (DellaVigna, [2009), varying the salience of certain information affects

the decision-making process. Koszegi and Szeidl (2013) and [Bordalo et al. (2013) suggest

that agents overweight certain parameters of a decision, simply because they are more salient.
Salience nudges have thus been shown effective to influence decision-making in various and

heterogeneous contexts such as looking before crossing the road, choosing meal options, or

selecting the right pod size when farming sea weed (Thaler and Sunstein, 2009, Kurz, 2018,

Hanna et al., [2014). However, these contexts have in common that they have a well-defined

goal that is known ex-ante: making pedestrians look right before crossing the street in London,

influencing students to chose more vegetarian options, or leading farmers to the optimal pod

difference between innovation and creativity, see [Hughes et al.| (2018).
4These approaches affect risk perceptions by either influencing how much people understand the risk (cog-
nitive dimension) or how they feel about the risk (emotional dimension) (Loewenstein et al., [2001]).




size. The innovation process in firms, however, implies uncertainty. It follows that it is im-
possible to make the ex-ante unknown optimal outcome of the innovation process salient. We
thus do not nudge our participants to the optimal strategy, but rather use the nudge to alter
risk perceptions and encourage innovation. This is novel and closer to what can effectively be

implemented in the context of organizations aiming to promote innovative behavior.

Our results confirm the importance of accounting for risk perceptions for practitioners and
scholars aiming to promote innovation. We encourage further investigation of salience as a
tool for affecting innovative behavior, while warning about a possible backlash effect. This
suggests a prudent investigation of behavioral nudges, ideally in controlled environments,

before expanding their implementation.

The remainder of the paper is structured as follows. Section[2]presents the experimental design
and introduces our hypotheses. Section [3] reports our results. Section [4] provides a discussion

and Section [Bl concludes.

2 Experimental Design

The experimental task was adapted from Ederer and Manso (2013]). Subjects had to solve
a task in which they were facing a trade-off between exploration and exploitation: Partici-
pants managed a virtual lemonade stand. Over 20 experimental periods, participants had to
make decisions on multiple parameters such as the recipe of the lemonade (sugar and lemon-
ade content, color), the location of the lemonade stand and the price of a cup of lemonade.
The possible combinations of these choice variables amounts to 23’522’994 combinations. All
participants were compensated according to their realized profits such that their aim was to
maximize the profit of the fictional lemonade stand, and, thereby, their own earnings. The
payoff was determined by a standard pay-for-performance scheme: Participants were paid 50%
of the profits they generated during all 20 periods. Participants faced uncertainty since they
did not know the profits associated with each of the available choices. However, they did
receive a default strategy, i.e. the choices and the associated profit of an imaginary previous

manager. The default strategy was not the most profitable strategy.

After each period, participants were informed about the profit of their implemented choices.
Additionally, they received a brief customer feedback. The feedback was an informative bi-
nary feedback: The computer randomly selected one of the three continuous choice variables
(price, lemon or sugar content) and, then, provided a truthful feedback if the value of the
selected variable is too high or too low compared to the optimal value (e.g. "Your lemonade
is too sweet"). Subjects received no feedback regarding the location and color of the lemon-
ade. Consequently, the feedback was only informative conditional on the chosen location and

lemonade color.



The task is characterized by an exploration-exploitation trade-off: subjects can choose to either
fine-tune the default strategy — yielding a profit similar to the previous manager (exploitation)
— or experiment with new strategies, taking the associated risk of failure but also the chance
of success (exploration). The parameters are designed in a way that exploration will increase
chances to identify the strategy that leads to the global maximum while exploitation rather
leads to local maxima. The parameters to calculate the profits of the lemonade stand in our

experiment are one-to-one adapted from Ederer and Manso (2013)E|

2.1 Treatments

To address our research question, whether innovative behavior can be nudged by a salience
intervention, we integrated a reporting stage into the original game: In periods 3, 6, 9 and
12, subjects were requested to submit a report. The focus of these reports was exogenously
varied, inducing an attention shift through making a specific aspect of the game salient, and
consequently, another aspect of the game less salient. We used a between-subject design with
three different groups: First, the control group in which subjects were not asked to report.
Second, participants in the profit treatment were requested to report their profits. Third,
the strategy treatment requested subjects to report their strategy. Note that the incentive
structure between all treatments was identical: The reports were not payment-relevant, i.e.
one’s reports were not shared with another subject or with the experimenter while playing
the game. This was common knowledge for the participants. Hence, the treatment groups
only varied in the content of the reports. Controlling for incentive effects ensures that any

differences between the treatment groups are causally based on the interventions.

Control Group: Subjects assigned to the control group were not requested to submit a

report.

Profit Treatment: After the periods 3, 6, 9 and 12, subjects were requested to report the
profits they made within the last three periods. Along with the wording "Please report your
profits of the last three periods. ", subjects faced an entry mask, where they needed to enter the
profits of each of the last three periods. The timing and description of the required reports

was communicated by the instructions before the start of the business game.

Strategy Treatment: After the periods 3, 6, 9 and 12, subjects were requested to report
the strategy they followed within the last three periods. Along with the wording "Please
describe your strategy in the last three periods. Why did you choose this strategy?”, they faced
a free form text field. The timing and description of the required reports was thoroughly

communicated by the instructions before the start of the business game.

The treatments served the purpose of shifting attention by making a specific aspect of the

game more salient, the strategy or the profit. By manipulating the salient part of the task,

5A detailed description of the parametrization can be found in appendix



we expected to influence the participants judgement and decisions.

2.2 Pre-registered Hypotheses

Ederer and Manso| (2013)) document that more risk-averse individuals exhibit significantly less
innovative behavior in exploration-exploitation tasks than less risk-averse agents. They pro-
mote the use of risk-tolerant incentive schemes to increase explorative behavior. While |Ederer
and Manso| (2013)) vary the underlying risk of the task by using different incentive schemes,
we intended to induce more (or less) risk-tolerance by manipulating the risk perceptions of
the subjects. Based on their findings, we expected to observe more exploratory behavior for

agents with lower risk perceptions and the opposite for agents with higher risk perceptions.

Theoretical and experimental literature on salience suggests that shifting attention away from
or towards a specific feature, can smoothly guide decision-making processes (e.g. |Bordalo
et al., 2013, |Thaler and Sunstein, [2009). Besides, various studies indicate the effectiveness
of framing and nudging in directing risk perceptions (e.g. |Banerjee et al., [2021, |Holzmeister
et al., |2020)). Based on this evidence, we expected to influence participants’ risk perceptions,
and consequent exploratory behaviors, by manipulating the salient part of a task through the

content of the reports.

For subjects assigned to the strategy treatment, the salient aspect of the report is the strategy.
We thus expected to shift their attention away from the profit. Because decreasing profits is
the risk that can inhibit participants’ exploration, focusing them away from it is expected to

decrease risk perceptions. These participants were thus expected to explore more.

Hypothesis 1a. Subjects in the strategy treatment explore more than subjects in the control

group.

Conversely, being required to regularly report your previous profits, makes the monetary
aspect of the game more salient — and with it the risk to decrease profits. Participants in the
profit treatment were thus expected to have an increased perception of risk and to explore

less.

Hypothesis 1b. Subjects in the profit treatment explore less than subjects in the control group.

The main hypothesis is that our treatment affects behavior and results in higher (lower)
exploration behavior for the strategy (profit) treatment. We subsequently investigated the
mechanism driving this effect. We posit that a shift of attention to the salient aspect (the

strategy, respectively the profit) takes place while the control group serves as a baseline.

Hypothesis 2a. Subjects in the strategy treatment provide more attention to the strategy than

the control group.



Hypothesis 2b. Subjects in the profit treatment provide more attention to the profit than the

control group.

We expect that the effect of risk salience on exploratory behavior works through the channel of
risk attitudes. An intervention changing the perceived risk should affect risk-averse individuals
more strongly than risk-neutral participants. The more risk-averse a participant, the more
her innovative behavior should be inhibited by an increased perception of risk. We thus
hypothesize heterogeneity in the treatment effect and that the treatment affects specifically
risk-averse participants. This line of reasoning goes in the same direction as|Ederer and Manso
(2013) who find making the incentive structure more risk-tolerant leads to a behavioral change

particularly among the risk-averse subjects.

Hypothesis 3a. Risk-averse subjects assigned to the profit treatment explore less than risk-

averse subjects in the control group.

Hypothesis 3b. Risk-averse subjects assigned to the strategy treatment explore more than

risk-averse subjects in the control group.

2.3 Sampling

We employed a sequential analysis plan, following the method outlined in Lakens| (2014) based
on the key outcome variable, the profit obtained in the final periodﬂ This plan specified that
our data collection will be terminated at t = 0.5 — that is half of the required sample size
according to our power calculation — when the observed effect size is smaller than our smallest
effect size of interest (SESOI), which was set at Cohen’s d = 0.3875. Since our main effect sizes
are lower than the pre-determined SESOI (d < 0.3875), we followed the scenario described in
our sequential analysis plan and terminated the data collection after collecting 90 observations.
The respective results will be described in the following section. A description of the sequential
analysis approach and our underlying power analysis can be found in the appendix [D]| If our
expected effect size of d = 0.5 came into force, we would require 180 observations to reach
statistical significance at the 5%-level (with 80% power). Because the actual effect size is
lower than the hypothesized effect size of d = 0.5 and since we stopped data collection by
adhering to the pre-registered procedure at ¢ = 0.5 (90 observations), statistical significance

is not attainable.

2.4 Procedures

We collected experimental data in January 2020 at the laboratory of the University of Stras-

bourg (Laboratoire d’Economie Expérimentale de Strasbourg LEES). The experiment was

In the final period, profit-maximizing subjects should stick to the most profitable strategy that they
discovered during all previous periods. Hence, the profit in the final period constitutes a suitable proxy for
exploratory behavior in this experiment (see [Ederer and Mansol, [2013]).



programmed with oTree (Chen et all 2016 and conducted in French. Each of our four ses-
sions lasted approximately 60 minutes. We used experimental currency units called Thalers
with an exchange rate of 1:100. All subjects in the laboratory received a fixed show-up fee
of 2€, and in addition a performance-based variable payoff. Overall, the average payoff was
15€. Subjects were randomly assigned to the treatment and control groups, constituting the
exogenous variation in this study. The random assignment was performed within-session in
order to mitigate potential session-specific effects. At the end of each session, we elicited
demographics and risk preferences of the subjects (Falk et al., [2018). The sample consists of

90 subjects, i.e. 30 subjects for each treatment group.

3 Results

In the following, we present the results of our study. Each subject is treated as one observation

and all standard errors are clustered at the individual level.

3.1 Performance and Explorative Behavior

First, we focus on the effect of our treatments on exploration. We collected several outcome
variables that serve as proxies for exploratory behavior, see also Ederer and Manso| (2013)
for a thorough discussion. In the following, we will focus on i) the profit realized in the final
period and ii) the maximum profit over all periods. Other proxy variables are analyzed in the

appendix The results remain qualitatively unchanged.

Figure [1] compares the means of the final and the maximum profit between the treatments.
As hypothesized, we find empirical evidence that reporting the profits decreases profits and,
with it, exploratory behavior. However, the effect size is small (d = 0.11) and lower than the
smallest effect size of interest[] Thus, this effect is statistically not significant. Further, in
contrast to our hypothesis, the data suggest that subjects assigned to the strategy treatment do
not realize higher profits than subjects assigned to the control group: the control group earns
on average the highest final period profit (146 thalers, profit treatment: 142 thalers, strategy
treatment: 133 thalers) and maximum profit of all periods (146 thalers, profit treatment: 142
thalers, strategy treatment: 140 thalers). Thus, against our hypothesis, reporting the strategy
does not increase, but decrease profits. The effect size is d = 0.32ﬂ and thus larger than in the

profit treatment, but again lower than the SESOI threshold and consequently, not signiﬁcantﬂ

"For this effect to be statistically significant, we would need to collect 1250 observations each in the control
group and the profit treatment.

8For this effect to be statistically significant, we would need to collect 150 observations each in the control
group and the strategy treatment.

9Two-sided t-tests: p-values for the final profit are 0.6661 (control and profit treatment), 0.2140 (control
and strategy treatment) and 0.4017 (profit and strategy treatment). For the maximum profit p-values are
0.6334, 0.4869 and 0.8246. Similarly, Mann-Whitney U-test, two-sided: p-values of 0.7394, 0.2804 and 0.4964
for final profit; p-values of 0.6843, 0.5249 and 0.8418 for maximum profit.



Figure 1: Means of the final and the maximal profits.
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Notes: The figure reports the means of the final and the maximum profit for each of the treatments. Error

bars indicate standard errors of the mean.

With the caveat of statistical insignificance due to small effect sizes, we conclude that reporting
either the profits or the strategy decreased explorative behavior: we report the expected
negative effect for the profit treatment and, in stark contrast to our hypothesis, also find a

negative effect for the strategy treatment.

Result 1a. Subjects in the strategy treatment seem to explore less than subjects in the control

group.

Result 1b. Subjects in the profit treatment seem to explore less than subjects in the control

group.

We observe that the mean overall profit is the highest in the control group (2323 thalers),
followed by the strategy treatment (2151 thalers) and the profit treatment (2143 thalers).
Figure [2 shows the evolution of the mean profit in all three treatment groups. The red
bars represent periods that precede a reporting screen for the treatment groups. Note that
the average profit in the control group is higher than in the reporting treatments in nearly
all periods and already before subjects needed to report the first time in period 3. This
indicates that subjects in the reporting treatments are already exhibiting a treatment effect in
anticipation of future reportings. Indeed, subjects in the profit treatment significantly earn less
profit in Period 1 (p < .01) than the control group. For the strategy treatment, the difference

does not reach statistical significance. We will discuss the implications of a treatment effect



already in the first period further in Section

Figure 2: Evolution of profits over time.

o
Ol
e
8 /\/ Y
§ Vo] /
o .
c o o
T O
= .\./"/’/‘/)‘
" ././L/
©
24
T T T T T
0 5 10 15 20
Period
—=e—— Control —&— Profit
Strategy

3.2 Attention

According to our hypothesis, the treatment affects behavior because it shifts attention: In the
profit treatment, the salience of the profits is increased while in the strategy treatment it is
the salience of the strategic choice variables. We construct a measure based on a notes sheet
that subjects could fill out voluntarily. We compute the proportion of filled out fields for each
subject and, then, derive how many notes each subject took on the strategic variable choices,

the periodic profit and the customer feedback relative to the number of total notes taken.

Figure [3] compares the percentage of notes that are taken and illustrates what the subjects
across the treatments mainly focused on. It becomes evident that the profit treatment sub-
jects provide less attention to the strategic variables compared to the control group (t-test:
p < 0.01), but more to the period profits (t-test: p < 0.01). Both findings are in line with our
hypothesis: Through the reporting mechanism, we successfully shifted the attention of partic-
ipants in the profit treatment towards the profit. For participants in the strategy treatment,
we expect the opposite pattern, namely a shift away from the profit towards the strategy.
Contrary to our hypothesis, we observe the same pattern also for the strategy treatment. Yet,

the effects do not reach statistical significance at conventional levels.

Result 2a. Subjects in the profit treatment provide significantly more attention to the profit

than the control group.

10



Figure 3: Note-taking behavior.
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Notes: The figure reports the proportion of total notes taken and, further, the means of subjects’ notes of
strategic decision variables, the periodic profits and feedback relative to their total notes taken for each of the

treatments. Error bars indicate standard errors of the mean.

Result 2b. Subjects in the strategy treatment do not provide more attention to the strategy

than subjects in the control group.

3.3 Heterogeneity

To test hypotheses [3a] and we elicited the subjects’ risk preferences based on the staircase
elicitation method by Falk et al.| (2018). We split our sample of participants at the median

level of risk aversion and classify the participants into less and more risk-averse typesH Then,
we compare the treatment groups to the control group separately for each type with respect

to the final profit and to the maximum profit of all periodsEl

Interestingly, the results look very different between more and less risk-averse subjects: Figure
[al shows that our treatments do have a negative effect on more risk-averse subjects. That
is, requiring more risk-averse subjects to report reduces their performance. The effect is most
pronounced for the strategy treatment: When more risk-averse subjects are requested to report
their strategy, they reduce their profit by nearly 22 thalers, compared to the control group.

This is a decrease of approximately 15%, resulting in a relatively large effect size (Cohen’s

10)Median risk aversion, on an index from -3 to +3, amounts to -.03 in our sample, with a mean of .02. Thus,
participants in our sample are at median very close to risk-neutrality.

HyWe elicited risk aversion after the experimental game, i.e. the lemonade stand task. Thus, the treat-
ment conditions could potentially have impacted risk preferences. Nevertheless, we do not observe significant
differences for risk-preferences among the three groups.

11



Figure 4: Means of the final and the maximal profits by risk preferences
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Notes: The figure reports the means of the final and the maximum profit for each of the treatments, for more

and less risk-averse subjects separately. Error bars indicate standard errors of the mean.

d= 0.62)H This effect also holds for the profit treatment, however, the effect as well as its

statistical significance are less pronounced.

Figure b depicts that the treatment does not lead to a change of behavior for the less risk-
averse subjects: They all perform equally well, regardless of the assigned group. The average
treatment effect thus seems to be driven by the more risk-averse subjects: only these par-
ticipants react to the treatment. This is in line with our pre-specified hypothesis that the
treatment effect goes through the channel of risk aversion. The detrimental effect for the
profit treatment is also in line with our hypothesis, while for the strategy treatment, we
find the opposite effect of what we expected: risk-averse subjects decrease their exploratory

behavior if they are required to report their strategy.

These findings are corroborated by regression analysis, employing the raw continuous mea-
surement of risk preferences instead of a median split. Table [I] shows that both treatments
interacted with risk-aversion lead to a significant and negative coefficient. Thus, compared to
subjects in the control group, participants in the treatment groups reduce exploration with
higher risk-aversion. The effect is particularly pronounced in the strategy treatment with a
significance level below 5%. In short, the higher the risk-aversion, the stronger is the negative

reaction to the treatment.

Result 3a. The more risk-averse participants assigned to the profit treatment explore less than

the more risk-averse subjects in the control group.

Result 3b. The more risk-averse participants assigned to the strategy treatment explore less

12Which results in low p-values conditional on our sample size: t-test: p=0.11, U-test: p=0.14)

12



Table 1: Heterogeneous treatment effect

Final Profit Mazximal Profit Final Location Exploration Phases
€)) ) 1) 2 ¢€5) ) €)) 2
Profit -2.967 0.539 -3.290 -0.570 -0.275 -0.153 -0.055 -0.023
(9.94) (9.61) (9.37) (9.20) (0.38) (0.39) (0.10) (0.10)
Strategy -13.075 -8.708 -7.592 -4.203 -0.506 -0.370 0.010 0.048
(10.03) (9.74) (9.46) (9.33) (0.38) (0.39) (0.10) (0.10)
Risk Aversion 10.775 9.521 11.666 10.694 0.796** 0.736* 0.321 %+ 0.320%**
(9.03) (8.67) (8.51) (8.30) (0.39) (0.38) (0.09) (0.09)
Profitx Risk Aversion -6.979 -11.193 -7.961 -11.231 -0.775% -0.878%%  -(.338%F* -0.383%*
(11.14) (10.78) (10.49) (10.32) (0.45) (0.44) (0.11) (0.11)
Strategy x Risk Aversion -22.613* -22.138* -28.083** -27.715%* S1113%% 0 S1118%F -0.400%** -0.404%**
(13.30) (12.76) (12.54) (12.21) (0.52) (0.51) (0.13) (0.13)
Effort (Notes taken) 30.641%** 23.771%* 0.937** 0.258**
(10.60) (10.15) (0.42) (0.10)
Constant 144.634%*F*  125.503%*%  145.356%**  130.515%F*  0.896*** 0.341 2.072%F* 1.905%**
(7.06) (9.47) (6.66) (9.07) (0.29) (0.38) (0.07) (0.10)
N 90 90 90 90 90 90 90 90
R? 0.056 0.142 0.066 0.124
Adjusted R? -0.000 0.080 0.011 0.061

Notes: The dependent variables are different proxies for exploration: the final profit (OLS regressions), the maximal profit (OLS regressions), the location chosen by the subject in the final
round (Probit regressions) and the longest duration of an exploration phase (Poisson regressions). Risk Aversion is the subject-specific degree of risk aversion. Effort (Notes taken) proxies effort
through the total number of filled out fields on the notes sheet. Level of significance: *p<0.1; **p<0.05; ***p<0.01.

than the more risk-averse subjects in the control group.

Result 3c. No treatment effect is observed on the less risk-averse participants who perform

equally well regardless of the assigned group.

4 Discussion

Our experimental findings at the interim analysis are only partly in line with the pre-registered
hypotheses. As expected, subjects in the profit treatment explore less than subjects in the
control group.lE Further, as hypothesized, we observe a prevalence of the treatment effect
on more risk-averse subjects. However, in contrast to our hypotheses, subjects in the strat-
egy treatment do not explore more but less than subjects in the control group who face no
obligation to report. In this section, we elaborate and discuss potential explanations for this

unexpected result. The potential channels are sorted by plausibility in an ascending order.

Hawthorne effect. The Hawthorne effect refers to a change of behavior among the par-
ticipants of a study in response of their awareness of being observed (Landsberger, 1958).
What speaks against this explanation is that only risk-averse subjects reacted to our inter-
vention. Also, recent research that employs sophisticated empirical techniques casts serious
doubt about the very existence of the Hawthorne effect (Levitt and List, [2011)).

Reputational concerns. Suppose subjects feel reputational concerns when they need to
report the strategies or the profits multiple times. Such reputational concerns may arise in-

ternally (from themselves) or externally (from the experimenter). The literature hypothesizes

13 As mentioned previously, the effect is lower than expected and below the SESOI. The reason for the low
effect size is that only some subjects react to the treatment induction, namely the rather risk-averse types.
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that such concerns lead to conservative behavior, i.e. less innovative and more risk-averse
decisions (Holmstroml [1999; |Prendergast and Stole, |1996; Scharfstein and Stein, 1990; Suur-
mond et al., 2004). As a result, participants may experience disutility of acting inconsistently:
They do not change their strategy too often but consistently apply slight variations of the
initial strategy, which results in less exploration. Yet, multiple arguments speak against this
explanation: First, it is unclear why in particular risk-averse subjects would experience such
reputational concerns. But we observe the treatment effect to happen among risk-averse
subjects. We also find that subjects in the strategy treatment are not significantly more risk-
averse than subjects in the control group, suggesting that the interventions did not alter the
risk preferences of our participants. Second, as Figure [2] depicts, the treatment effect can
already be observed in the first period, before subjects even needed to report once. Third,
through adhering consistently to a strategy in order to maintain their reputation, subjects
will forgo potential profit. Thus, while we cannot fully rule out reputational concerns, we note
that if it is the driving force, participants in our experiment would take on substantial costs

for maintaining their reputation.

Limited attention. In addition to taking less notes, we also observe that participants in the
strategy treatment spend less time on their decision-making and on analyzing their perfor-
mance (see Figure in the appendix). At first glance, this positive correlation between effort
and exploration suggests that subjects in our strategy treatment might have simply exerted
less effort for productive subtasks (such as note-taking, information-processing and decision-
making), resulting in a hampered performance. This seems to be a reasonable argument since
requiring participants to report their strategy is clearly effort-consuming. If subjects have a
limited attention span and can only exert a certain fixed level of effort, then participants in
the strategy treatment need to trade off time and effort that they would otherwise invest in
the decision-making process for writing the reports. While recent literature documents that
people exhibit a limited span of effort (Gabaix, [2019), our data do not support this line of
reasoning: we find that only the more risk-averse subjects react to the treatment and explore
less, however, the less risk-averse participants are the ones that decrease their effort (see Fig-
ure . Moreover, if limited effort was a reasonable explanation, the exploration level should
be the same across treatment groups for a given level of effort. Thus, the production function
of explorative behavior — with effort as the input and exploration as the output — should be
identical for all subjects, regardless of the treatment condition. Yet, since we observe the
more risk-averse type reacting to the treatment but only the less risk-averse type exerting less
effort, the production function of the more risk-averse type in the strategy treatment must be
impaired. Plotting the production function for more and less risk-averse subjects indeed shows
that the production function for the more risk-averse type is altered (see Figure [12|in the ap-
pendix): We find that conditional on the effort level, strategy-reporting participants initiate

less exploration phases and yield lower profits. Regression analyses underline this finding: In
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Table [I] we investigate if the heterogeneous treatment effect persists when we control for the
effort level. The interaction term is significant at the 5%-level and remains significant at the
same level when controlling for effort. The coefficient of the interaction term remains stable.
Hence, the lower exploration level observed in the strategy treatment is not associated with a

reduction of effort, but with an impairment of the production function.

Figure 5: Effort exerted by type

More risk-averse subjects Less risk-averse subjects
0 0
0 | w |
Time spent Notes taken Time spent Notes taken
on results and Total on results and Total
decision screen decision screen

I Control [ Profit [ Strategy

Notes: This figure displays the measured effort through i) time spent on the results and decision screen ii) the
total of filled out fields in the notes table sheet. The variables are standardized. Error bars are displayed in
red.

Backfiring nudge: Shifting attention towards risk. Lastly, the underlying behavioral
mechanism might be that our intervention backfired. In the profit treatment, we arguably
shifted attention to the profit and with it, to the risky aspect of the game. Consequently, as
hypothesized, subjects explore less. In the strategy treatment, we intended to shift attention
to the strategic variables, making risk less salient. However, the strategic choice variables
come along with and may be non-separable from the profit. Thus, requiring subjects to report
their strategy may have focused them on the profit, too: Because subjects in the strategy
treatment reported their choices (and with it, their behavior) in an open form field, the risk
of losing money may have been more salient than in the control group. Hence, we might
have unintentionally nudged subjects in the strategy treatment to focus on the risky aspect of
the business gameE If risk becomes more salient, the performance of more risk-averse types

may be inhibitedﬁ Consequently, i) their production function should be impaired and ii) the

1 As Figure [2| depicts, the treatment effect is already visible before the first reporting took place: From
period 1 on, the control group is almost first-order stochastic dominating the strategy and profit treatment.
The mere awareness of needing to report may have been enough to increase the salience of risk.

5Cognitively, this could work through stress: Making the risk more salient is likely to induce stress for
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treatment effect should be more pronounced among risk-averse participants. We find evidence

for both these conjectures. Consequently, we deem this channel to be the most plausible.

5 Conclusion

Identifying and evaluating measures that effectively foster innovative behavior is highly rele-
vant for leading decision-makers in organizations (Rudis| 2004)). We experimentally investigate
whether salience can serve as a tool to nudge exploratory behavior. First, we find that making
risk more salient reduces exploration, as hypothesized. Second, contrary to our hypothesis, we
observe the same negative effect on exploration for subjects for whom risk was arguably less
salient. Therefore, the data reveal that our nudge backfires. We discuss potential reasons and
find it most probable that our intervention, aimed at making the risk less salient, likely makes
it more salient. Third, we find the effects of the salience nudge to be particularly pronounced
among the more risk-averse participants. Subjects that are rather risk tolerant do not react
to the intervention. This finding aligns with [Ederer and Manso) (2013]). Thus, we demonstrate
that purely behavioral interventions that only change the salience of risk, but do not alter

monetary incentives, are able to alter explorative behavior.

We apply a state-of-the-art methodological approach by following a pre-registered sequential
analysis plan (Lakens| 2014]). Since the effects for both groups are lower than the smallest
effect size of interest defined in the sequential analysis plan, we adhered to our pre-determined
procedure and stopped the data collection after the interim analysis. Consequently, our sample
size is not large enough to make reliable inferences given the low effect sizes we observe and

our results should be interpreted with prudence.

Still, our results have important implications for practitioners and researchers alike. First, we
show that purely behavioral nudges that do not change incentives are able to affect innovative
behavior by guiding risk perceptions. Second, even nudges that are carefully derived from the
existing literature can turn out to be ineffective and may even backfire. Hence, interventions
need to be carefully tailored and require meticulous evaluation before implementation, ide-
ally through experimental methods (Banerjee et al.l 2017, |Sunstein, [2017)). This is especially
important since nudges have become increasingly popular due to their simplicity and alleged
effectiveness (Reisch and Sunstein|, |2016, Benartzi et al., 2017, Sunstein et al. [2019). How-
ever, DellaVigna and Linos (2020) find that RCTs conducted in so-called nudge units show
substantially lower effect sizes than RCTs in published academic studies. The authors show
that publication bias can account for the full difference. Also, |Camerer et al. (2016) find
that replicated studies have a 33% lower effect size than the original studies. By adhering to

the risk-averse subjects. Stress can in turn impair cognitive performance, demonstrated by psychological and
neurological research (Lupien et al.l 2007, Matthews et al., [2000} |Schoofs et al., |2008). Such a channel is well
possible and we cannot rule it out. As a matter of fact, rather than a separate explanation, we consider it to
be a plausible and potential cognitive mechanism for the channel discussed in this paragraph.
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rigorous methods such as pre-registration and the publication of papers unconditional of the
results, effect sizes will better reflect reality compared to the past, in which effect sizes and
statistical significance are likely inflated (Olken, 2015]).

By providing support for the essential role played by risk preferences in innovation, our study
contributes to the literature on innovation and entrepreneurship. We are the first to demon-
strate that purely behavioral nudges can affect exploratory behavior. This opens up interesting
paths for future research since behavioral interventions that cost-effectively foster exploration
could be promising approaches to help practitioners in making organizations more innovative.
For example, manipulating the customer feedback rather than a reporting mechanism, might

be an interesting candidate to test.
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A  Results

A.1 Performance and Explorative Behavior

We investigate different proxies for explorative behavior, in line with Ederer and Manso| (2013).

Table [2| provides an overview of all measured outcome variables.

Table 2: Overview of proxies for explorative behavior

Variable

Description

final profit

Profit in final round, continuous variable (min:0,max: 199.1).

max_ profit

Highest profit in all rounds, continuous variable (min:0,max:
199.1).

overall profit

Sum of total profit of all 20 periods, continuous variable

(min:0,max: 3982).

final location

Final location chosen, categorical variable (School, Business, Sta-

dium).

location non-default

Constructed variable. Count of chosen non-default locations, i.e.

non-Business locations. Discrete variable (min:0, max: 20)

max_exploration phase

Constructed variable. Longest duration of an exploration phase.
An exploration phase starts when subjects choose a location other
than the default location suggested by the previous manager. An
explorative phase is defined as ending when a subject switches
back to the default location or when a subject does not change
location and lemonade color and also does not change lemon con-
tent, sugar content and price by more than 0.25 units. Discrete
variable (min:0, max: 20). Adapted 1:1 from EM.

duration exploration phase

Constructed variable. Total duration of all exploration phases.

Discrete variable (min:0, max: 20)

std _dev_sugar

Constructed variable. Standard deviation for sugar choices over

all rounds. Continuous variable.

std _dev_lemon

Constructed variable. Standard deviation for lemon choices over

all rounds. Continuous variable.

std _dev_price

Constructed variable. Standard deviation for price choices over

all rounds. Continuous variable.

average std dev

Constructed variable. The average subject-specific standard devi-
ation of strategy choices for the three continuous variables sugar,

price, lemon. Continuous variable.

Some of these variables reflect choices or are constructed based on choices by the subjects and
proxy their explorative behavior: the variables based on the location choice indicate whether
the subject detected the profit-maximizing location. This is impossible when exclusively fol-

lowing the customer feedback. Further, the higher the standard deviation for the continuous
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variables (sugar, lemon, price) is, the more explorative the subject behaved. Instead, the
outcome variables with respect to profits mirror how these choices are translated into payoffs.
Since the business game is designed such that explorative behavior increases the chance of
finding a profit-increasing strategy, those outcome variables should be closely correlated. This
can be seen by Table
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Table 3: Spearman Cross-correlation table of exploration outcome measures

Variables finalprofit maxprofit overallprofit final _loc_binary loc_non-def expl phase_maxdur expl_phase_totdur sd_sugar 1-10 sd_sugar_11-20 sd_lemon_1-10 sd_lemon_11-20 sd_price_1-10 sd_price_11-20 sd_choices_1-10 sd_ choices _11-20
finalprofit 1.000
maxprofit 0.9759 1.000
0.000
overallprofit 0.9057 0.8849 1.000
0.000 0.000
final _loc_ binary 0.7661 0.7385 0.7379 1.000
0.000 0.000 0.000
loc_non-def 0.7414 0.7398 0.7976 0.7417 1.000
0.000 0.000 0.000 0.000
expl_phase_maxdur  0.5948 0.6265 0.561 0.53 0.6373 1.000
0.000 0.000 0.000 0.000 0.000
expl_phase_ totdur 0.7105 0.7365 0.6668 0.6621 0.78 0.8447 1.000
0.000 0.000 0.000 0.000 0.000 0.000
sd_sugar_1-10 0.3501 0.354 0.3469 0.2708 0.2526 0.42 0.3211 1.000
0.0007 0.0006 0.0008 0.0098 0.0163 0.000 0.002
sd_sugar_11-20 0.1565 0.1908 0.0678 0.1731 0.0898 0.2411 0.2858 0.0744 1.000
0.1407 0.0716 0.5255 0.1027 0.4001 0.022 0.0063 0.486
sd_lemon_1-10 0.3827 0.382 0.3232 0.282 0.1787 0.2807 0.4654 0.1184 1.000
0.0002 0.0002 0.0019 0.0071 0.0919 0.0074 0.000 0.2664
sd_lemon_11-20 0.3859 0.4099 0.2915 0.3927 0.2923 0.3651 0.2855 0.4309 0.2593 1.000
0.0002 0.0001 0.0053 0.0001 0.0052 0.0004 0.000 0.0064 0.000 0.0136
sd_price_1-10 0.3692 0.404 0.2295 0.3056 0.2304 0.3379 0.3536 0.1681 0.2825 0.2455 0.3087 1.000
0.0003 0.0001 0.0296 0.0034 0.0289 0.0011 0.0006 0.1133 0.007 0.0197 0.0031
sd_price_11-20 0.3748 0.4211 0.1951 0.2727 0.1418 0.286 0.3913 0.1525 0.3483 0.2084 0.3267 0.4113 1.000
0.0003 0.000 0.0653 0.0093 0.1825 0.0063 0.0001 0.1514 0.0008 0.0487 0.0017 0.0001
sd_choices_1-10 0.3228 0.3509 0.334 0.1311 0.1557 0.2363 0.2124 0.4962 0.1365 0.4954 0.2001 0.2161 0.1471 1.000
0.0019 0.0007 0.0013 0.2183 0.1429 0.0249 0.0444 0.000 0.1997 0.000 0.0586 0.0408 0.1665
sd_choices_11-20 0.6152 0.6263 0.6248 0.2486 0.392 0.3907 0.442 0.4483 0.0882 0.4197 0.3367 0.1404 0.1712 0.7068 1.000
0.000 0.000 0.000 0.0182 0.0001 0.0001 0.000 0.000 0.4083 0.000 0.0012 0.187 0.1067 0.000




Results with respect to the final profit and the maximum profit were already discussed in
Section [3:1] In line with these discussed results, the mean overall profit in the control group

is higher than in both reporting treatments, as shown by Figure [6]

Figure 6: Mean of overall profit by treatments.
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1 1 1
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L

Overall Profit
|_ Control [ Profit Strategy |

Analyzing the location chosen in the final round of the game shows the same pattern. There
are three possible locations, with the school being the optimal one. As Figure [7a] depicts,
around 80% of subjects in the control group chose the optimal location in the final round.

This proportion is higher than in the profit (appr. 73%) and strategy treatment (appr. 66%)@

Figure 7: Location measures
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Control Profit Strategy Number of non-default location choices
|_ Business district I School Stadium | |_ Control I Profit Strategy |
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(a) Proportion of subjects by Location in final(b) Number of times the non-default location was
round. chosen.

16 These difference-in-means are not statistically significant (two-sided Mann-Whitney U-tests: p—0.5449 for
control group vs. profit treatment, p=0.2469 for control group vs. strategy treatment).
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Results with respect to the exploration phases further support our finding: the control group
explores more than the profit and the strategy treatment. However, these differences are,

again, not significant.

Figure 8: Exploration phase measures
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Maximum duration of explanatory phase Duration of explanatory phases
|_ Control I Profit Strategy | |_ Control I Profit Strategy |
(a) Maximum of all exploration phases (b) Duration of all exploration phases

Notes: The figure reports the means of the maximum length and of the duration of all exploration phases .

Error bars indicate standard errors of the mean.

Lastly, Figure [9] shows that also the results for all outcome variables with respect to the
standard deviations are in line with the previous results: the standard deviation in the control
group is slightly higher than in the reporting treatments. As expected, the choices within the
first ten rounds of the business game vary more than the choices in the last ten rounds. This
early exploration is intuitive since the individual can profit from her findings for a longer time

horizon than later stage explorative activities.
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Figure 9: Standard deviation measures
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Control Profit Strategy Control Profit Strategy
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(a) Standard deviation of sugar choices over all(b) Standard deviation of lemon choices over all
rounds. rounds.

Lhndad

Control Profit Strategy

Control Profit Strategy
[ I Periogs 1-10 W Periods 11-20 |

|_ Periods 1-10 [N Periods 11-20 ‘

(¢) Standard deviation of price choices over all

rounds. (d) Standard deviation of all choices over all rounds.

To further analyze the explorative behavior of our subjects, we compare the average subject-
specific standard deviation of the profits. The variability of profits in all treatments is higher
in periods 1-10 (see Figure. However, the standard deviation of the profits is not different
between the treatments[’]

" Two-sided Mann-Whitney U-tests: p=0.8941 for periods 1-10 and p=1.000 for periods 11-20 between
control group and profit treatment. p=0.5444 for periods 1-10 and p=0.1833 for periods 11-20 between control
group and strategy treatment and p=0.4598 for periods 1-10 and p=0.3142 for periods 11-20 between profit
and strategy treatment.
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Figure 10: Standard deviation of realized profits.
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A.2 Attention

We analyze different proxies for exerted effort, again, in line with Ederer and Manso (2013)).

Table {] provides an overview of all measured proxies. The respective results are discussed in

Section

Variable

Table 4: Overview of proxies for effort

Description

total _time_ decision

Time elapsed for all 20 Decision-Screens, continuous variable.

focus_time decision

Focus time elapsed for all 20 Decision-Screens, continuous variable.

total time result

Time elapsed for all 20 Result-Screens, continuous variable.

focus_time_result

Focus time elapsed for all 20 Result-Screens, continuous variable.

total time reporting

Time elapsed for all 20 Reporting-Screens. Treatment groups only, continuous variable.

focus_time reporting

Focus time elapsed for all 20 Reporting-Screens. Treatment groups only, continuous variable.

total notes

Proportion of filled out fields in notes sheet, continuous variable.

notes _strategic

Proportion of notes with respect to strategic variables relative to total notes, continuous variable.

notes_ profit

Proportion of notes with respect to profits relative to total notes, continuous variable.

notes_ feedback

Proportion of notes with respect to customer feedback relative to total notes, continuous variable.
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Figure 11: Effort measured by time elapsed.
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Notes: The figure reports the means of the subjects time elapsed for the total time, the time spent at the

decision screen, at the results & feedback screen, and at the reporting screen, respectively.

Table 5: Regressions

Dependent variables:

Owverall Time  Decision Time  Results Time  Strategy Notes Profit Notes  Feedback Notes

1) 2 (3) () (5) (6)
Profit Treatment -17.982 -12.933 -77.952 -0.147 0.068 -0.103
(90.19) (33.36) (62.17) (0.11) (0.09) (0.11)
Strategy Treatment 144.199 -27.883 -80.104 -0.167 -0.123 -0.083
(92.52) (34.22) (63.78) (0.11) (0.09) (0.12)
Gender 33.602 -4.345 21.356 0.167% 0.204%%% 0.104
(75.42) (27.90) (51.99) (0.09) (0.08) (0.09)
Riskaversion 33.238 9.500 39.170 0.092 0.094 0.027
(77.35) (28.61) (53.32) (0.09) (0.08) (0.10)
Constant 704.299%% 317.549%4 3857474 0.486%%* 0.642%%% 0.471%%
(81.23) (30.05) (55.99) (0.10) (0.08) (0.10)
N 90 90 90 90 90 90
R2 0.046 0.011 0.036 0.092 0.152 0.027
Adjusted R 0.001 -0.035 -0.009 0.049 0.112 -0.019

Level of significance: *p<0.1; **p<0.05; ***p<0.01
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A.3 Discussion

If limited effort were the valid explanation for our findings, the production function of ex-
ploration should still be identical for all subjects. That is, for a given amount of effort, the
exploration level should be the same across treatment groups. The reason is that according to
the limited effort explanation, participants exert less effort for productive tasks because they
need to exert more effort for the (arguably) unproductive reporting.

However, we find that participants in the Strategy treatment explore less conditional on
the level of productive effort exerted (measured by time spent in front of the decision and
results screen). In other words, the production function of the risk-averse type is impaired.
This is best visible in Figure [I3| that uses time spent on the reporting and the decision screens
as a proxy for effort and the number of times a participant enters into an exploration phase as
the outcome variable representing exploration behavior. The figure shows that the production
function for the risk-averse type is indeed altered: Conditional on the effort level, treated
participants initiate less exploration phases. Further, we observe that the production function
of the less risk-averse type is not much different across treatments. Similar patterns are

observed when measuring exploration through the final location (Figure and final profit

(Figure [14)).
Figure 12: Production functions (Exploration regressed on effort invested)

More risk-averse subjects Less risk-averse subjects
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Notes: This figure displays the production function by subject types, split by median risk-aversion into less and
more risk-averse. The figure plots the following regression specification: FExplorationphase = Treatment +

Timespent + Treatment x Timespent. Quartiles of the distribution of Timespent are displayed in red.
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Figure 13: Production functions (Final location school regressed on effort invested)
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Notes: This figure displays the production function by subject types, split by median risk-aversion into less
and more risk-averse. The figure plots the following regression specification: Finallocation = Treatment +
Timespent + Treatment x Timespent. Quartiles of the distribution of Time on Results and Decision Screen

are displayed in red.

Figure 14: Production functions (Final profit regressed on effort invested)
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Notes: This figure displays the production function by subject types, split by median risk-aversion into less
and more risk-averse. The figure plots the following regression specification: Finalprofit = Treatment +
Timespent + Treatment x Timespent. Quartiles of the distribution of Time on Results and Decision Screen

are displayed in red.
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B Experimental Design

B.1 Instructions

Welcome

You are now taking part in a scientific study. Please read the following instructions carefully.
Everything that you need to know in order to participate in this experiment is explained
below. Should you have any difficulties in understanding these instructions, please notify us.
We will answer your questions at your cubicle. During the course of the experiment you can
earn money. The amount that you earn during the experiment depends on your decisions. All
the gains that you make during the course of the experiment will be exchanged into cash at

the end of the experiment.
The exchange rate will be: 100 thaler = 1 EUR

The experiment is divided into 20 periods. In each period you have to make decisions, which
you will enter on a computer screen. The decisions you make and the amount of money you
earn will not be made known to the other participants - only you will know them. At the
end of the experiment, you will be requested to respond to survey questions. Please note that
communication between participants is strictly prohibited during the study. Communication
between participants and unnecessary interference with computers will lead to the exclusion
from the study. In case you have any questions don’t hesitate to ask us.

Procedures

In this experiment, you will take on the role of an individual running a lemonade stand. There
will be 20 periods in which you will have to make decisions on how to run the business. These
decisions will involve the location of the stand, the sugar and lemon content and the lemonade
color and price. The decisions you make in one period, will be the default choices for the
next period. At the end of each period, you will learn what profits you made during that
period. You will also hear some customer reactions that may help you with your choices in
the following periods.

Letter from the Previous Manager

The previous manager of the lemonade stand has left you guidelines on how to run the business.

The letter from the previous manager is the following:

Dear X,
I have enclosed the following guidelines that you may find helpful in running your lemonade
stand. These guidelines are based on my previous experience running this stand. When running

my business, I followed these basic guidelines:

Location: Business District
Sugar Content: 5.2%
Lemon Content: 7.0%
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Lemonade Color: Green
Price: 8.2 thaler

With these choices, I was able to make an average profit of about 85 thaler per period. I have
experimented with alternative choices of sugar and lemon content, as well as lemonade color
and price. The above choices were the ones I found to be the best. I have not experimented

with alternative choices of location though. They may require very different strategies.
Regards, Previous Manager

Note that in the first period, these choices will appear as defaults.
Compensation
Your compensation will be based on the profits you make with your lemonade stand. You will

get paid 50% of your total lemonade stand profits during the 20 periods of the experiment.

For example, if your total profits during the 20 periods of the experiment were 1700 thaler,
you will earn 850 thaler, worth 8.50 EUR.

In addition, you will earn the show-up fee of 2 EUR.

Report

Displayed only if assigned to profit treatment: Please report your profits of the last three
periods.

Displayed only if assigned to strategy treatment: Please describe your strategy in the last three

periods. Why did you choose this strategy?

B.2 Parametrization

We adopted the experimental parameters from |[Ederer and Manso| (2013)). The participants

could make following choices:
e Location = {Business District, School, Stadium}
e Sugar Content = {0,0.1,...,20}
e Lemon Content = {0,0.1,...,20}
e Lemonade Color = {Green, Pink}
e Price = {0,0.1,...,10}

The optimal product mix in each location is shown in table [6]

For the profit calculation in each location, a linear penalty function was implemented. So
if the participant did not implement the optimal choices, she was penalized according to the
values summarized in table[7] In each location, the penalty factors represented in the table are
associated with a deviation of one unit for each of the variables. Note that we implemented a

minimum of 0, i.e. participants could not earn negative profit.
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Table 6: Optimal Product Mix, by Location

Business  School Stadium

District
Sugar 1.5% 9.5% 5.5%
Lemon 7.5% 1.5% 5.5%
Lemonade Color Green Pink Green
Price 7.5 2.5 7.5
Maximum Profit 100 200 60

Table 7: Penalty factors, by Location

Business  School Stadium

District
Sugar 3 6 0.5
Lemon 3 6 0.5
Lemonade Color 20 60 0.5
Price 3 6 0.5

C Elicitation of Control Variables

C.1 Risk preference

For the elicitation of risk preferences, we relied on the staircase elicitation method developed
by [Falk et al. (2018). We adapted their method without any changes. In the following, the
wording for the first decision is summarized, with the subsequent question following the same
wording:

Please imagine the following situation: You can choose between a sure payment of a
particular amount of money, or a draw, where you would have an equal chance of getting 300
EUR or getting nothing. We will present to you five different situations. The draw is the
same in all situations. The sure payment is different in every situation.

What would you prefer: a draw with a 50 percent chance of receiving 300 USD, and the

same 50 percent chance of receiving nothing, or the amount of 160 USD as a sure payment?

C.2 Demographics
What is your gender?
What is your age?

What is the highest level of education you have completed or the highest degree you have

received?
What is your academic field?

What is your nationality? (If more than one apply, select the one you feel is most representative

35



for you).

In what country did you grow up? (If you grew up in more than one country, please indicate

the country you lived the longest while growing up).
In what country do you currently reside?

Do you identify yourself with any of the following religions? |['Christianity’, ’Judaism’, ’Islam’,
"Buddhism’, "Hinduism’, ’Other’, ’No religion / Atheism’|
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D Sequential Analysis

Our sequential analysis plan followed the summarized procedure outlined below. It concerned
the key outcome variable, the profit in the final round. The assessment on how to proceed

after the first stage was based on a hypothesis test conducted with a two sample t-test.

Based on an expected effect size of Cohen’s d = 0.5, a power analysis indicated that for a
two-sided test with an alpha of 0.05, a desired statistical power of 0.8, and two looks using a
linear spending function, a total of 180 participants is needed (60 per group). If the expected
difference is significant at the first interim analysis (after 90 participants or time = 0.5, with an
alpha boundary of 0.025) the data collection will be terminated. The data collection will also
be terminated if the observed effect size is smaller than the smallest effect size of interest, which
is set at d = 0.3875 based on the researcher’s willingness to collect at most 300 participants
for this study, and the fact that with one interim analysis, 300 participants provide 0.8 power
to detect an effect of d = 0.3875. If the interim analysis reveals an effect size larger than 0.5,
but while p > 0.025, the data collection will be continued until 60 participants per group have
been collected. If the effect size lies between the smallest effect size of interest (d = 0.3875)
and the expected effect size (d = 0.5), the planned sample size will be increased based on a
conditional power analysis to achieve a power of 0.9 (or to a maximum of 100 participants per
group, or 300 participants in total). The second analysis is performed at an alpha boundary
of 0.0358.

In the original paper of [Ederer and Manso| (2013)), subjects in the pay-for-performance contract
yield on average a profit in the last period of 111 thalers. Because our control group is mimics
one-to-one the pay-for-performance group in Ederer and Manso (2013), we assume that our
control group will yield 111 thalers in the last period too. Furthermore, based on a small test
conducted in September 2019, we expect a standard deviation of SD = 40. It is our best

assumption that the standard deviation is equal for all three groups.

Next, we define the smallest detectable effect size of interest. Based on practical limitations,
namely budget restrictions, we are willing to collect at most 300 observations in total. To
identify an effect with 80% power when comparing the control with one of the two treatment
groups, with one interim look at the data, the effect must be at least 15.5 thalers large,
translating in a Cohen’s d = 0.3875. We deem such an effect also from a real-life perspective
as appropriate - implementing a new reporting policy comes along with costs, and thus, the

beneficial or detrimental effect should be large enough to be of practical relevance.

Next, we elaborate on the expected effect. In |[Ederer and Manso| (2013)), the exploration
contract yields in the final period on average a profit of 140. This leads to a profit difference
between pay-for-performance and exploration contract of 29(= 140 — 111). With a SD = 40,

this yields a Cohen’s d = 0.725. Most probably, our effects will be lower since our treatment
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interventions are based on a behavioural mechanism but do not change monetary incentives,
as this is the case in Ederer and Manso (2013). As a best-estimate, we expect our effect to
be 30% (or 9 thalers) lower than in their study. Therefore, we estimate that subjects in the
strategy treatment will yield a lower profit in the last period than their exploration contract,
and we estimate this to be at 131. This yields an effect size of 20(= 131 — 111), or a Cohen’s
d = 0.50. For the profit treatment, we cannot base our estimates on a previous study due the
lack of comparable alternatives. However, we expect the profit treatment to perform similarly
as the strategy treatment (but in the opposite direction, of course). Consequently, we adopt
the same Cohen’s d = 0.5 for the profit treatment. Based on the expected effect size of d = 0.5,
with power 0.8 and an alpha of 0.05, we obtain a sample size n = 60 per group or n = 180 in
total (after both looks). We will have a first look at time = 0.5, that is when 90 subjects are

collected.

For controlling type 1 error rates, we use a linear spending function (power family function),
as outlined in |Jennison and Turnbull (2001). The alpha of 0.05 for a single look is adjusted
for sequential analyses, namely for two looks using a linear spending function, yielding a
nominal alpha of 0.0586. Thus, planning on analyzing the data at two different stages of the
experiment, that is with one interim analysis, we formulate the analysis plan outlined in the

main body of the text.
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